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ABSTRACT

Decision tree based models overwhelmingly over-perform in applied machine learning studies. In this paper, first of all a review decision tree algorithms such as ID3, C4.5, CART, CHAID, Regression Trees and some bagging and boosting methods such as Gradient Boosting, Adaboost and Random Forest have been done and then the description of the developed lightweight boosted decision tree framework - ChefBoost - has been made. Due to its widespread use and intensive choice as a machine learning programming language; Python was selected for the development of framework published also as open source package under MIT license. Moreover, the framework will build decision trees with regular if and else statements as an output. In this way, those statements can be produced and consumed programming language independently.
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1 Introduction

Decision tree based models overwhelmingly over-perform in applied machine learning studies nowadays. The more than half of the challenge winning solutions in Kaggle are based on XGBoost in 2015. XGBoost also appears in the all top 10 solutions of the KDDCup 2015 [1]. Thereafter, LightGBM started to appear in the podium of many data science challenge since 2016 [2].

Transparency is an important indicator of decision tree adoption in applied machine learning. Similar to linear and logistic regression, we can find out the feature importance values in decision trees as well. In this way, we can join up the dots and see the big picture. However, the both linear and logistic regression are linear algorithms. Even though decision trees will not build non-linear models, they apply piece-wise linear approximation and they can solve non-linear problems. That’s why, tree-based models mostly over-perform than linear/logistic regression models. Besides, it is clearly readable and understandable how a decision made with a decision tree. This functionality is missing in linear/logistic regression. Therefore, decision trees are naturally transparent, interpretable and explainable AI (xai) models.

In this paper, first of all a review decision tree algorithms have been done and then the description of the developed lightweight boosted decision tree framework - ChefBoost - has been made. Due to its widespread use and intensive choice as a machine learning programming language; Python was selected for the development of framework published also as open source package under MIT license. It just depends on the Pandas [3] and NumPy [4] software packages in the background. So, it will let users to build decision trees with a few lines of code.

1The source code is available at https://github.com/serengil/chefboost
There are many popular core decision tree algorithms: ID3, C4.5, CART, CHAID and Regression Trees. Even though scikit-learn [5] can build decision trees simple and easy, it does not let users to choose the specific algorithm. Here, ChefBoost lets users to choose the specific decision tree algorithm.

Gradient boosting challenges many applied machine learning studies nowadays as mentioned. ChefBoost supports those boosting techniques such as Gradient Boosting and Adaboost; and also bagging methods such as Random Forest.

The data type for features is problematic subject for many existing solutions. The both LightGBM [6] and XGBoost [1] enforce users to transform categorical features to numerical. Once label encoding applied, LightGBM allows to set the type of a numerical feature to categorical in the configuration. On the other hand, XGBoost has no categorical feature support. One-hot encoding must be applied for XGBoost models and this encoding type is a costly operation. Here, ChefBoost accepts the both numerical and categorical features. In other words, it does not require to apply label or one-hot encoding in the pre-processing.

Finally, built decision trees are stored as black boxes in the existing solutions. That makes them hard to export among different systems. ChefBoost builds decision trees with regular if and else statements. In this way, those statements can be produced programming language independently. Users can build decision trees with Python and consume it in any other programming language.

2 Decision Tree Algorithms

Decision tree algorithms basically finds the most dominant feature as a decision point and then create sub trees based on sub data sets satisfying that decision. In this section, we are going to mention ID3, C4.5, CART and CHAID algorithms for classification tasks and regression trees for regression tasks.

2.1 ID3

ID3 is firstly introduced in 1986 by John Ross Quinlan [7]. It is the acronym of Iterative Dichotomiser. It sets the decision point to the most dominant feature which offers the highest information gain. The algorithm does this procedure iteratively [8].

Entropy equation is mentioned in Equation (1) where \( p_i \) is the probability distribution of each target class.

\[
Entropy(S) = - \sum p_i \log_2 p_i
\]  

(1)

Information gain is mentioned in Equation (2). It depends on the entropy, probability of attribute \( A \) and entropy of attribute \( A \).

\[
Gain(S, A) = Entropy(S) - \sum p(S|A).Entropy(S|A)
\]  

(2)

2.2 C4.5

ID3 comes with some disadvantages. Feature must be nominal and the data set must not include missing data. Here, C4.5 is the extended version of ID3 and it handles those cons. It was introduced by Ross Quinlan in 1993 [9]. The way the algorithm handles continuous values is to transform numerical values to greater than a threshold value or less than or equal to a threshold value. The threshold value is determined with testing all unique values as threshold.

C4.5 algorithm uses gain ratio metric to determine the most dominant feature [10]. Information gain was mentioned in section 2.1. Gain ratio is the ratio of information gain and split information as shown in Equation (3).

\[
GainRatio(A) = \frac{Gain(A)}{SplitInfo(A)}
\]  

(3)

Gain ratio depends on the split information. This is a function of the probability of all possible classes for attribute \( A \) as shown in Equation (4).

\[
SplitInfo(A) = \sum \frac{|D_j|}{|D|} \log_2 \frac{|D_j|}{|D|}
\]  

(4)
2.3 CART

CART is the acronym of classification and regression trees. It was raised in 1984 by Leo Breiman [11]. The algorithm sets the decision point to the most dominant feature which offers the lowest GINI index value [12]. Finding a gini index value of a feature A requires to calculate the probability for its each target class as shown in Equation (5).

\[ Gini(A) = 1 - \sum (P_i)^2 \]  

2.4 CHAID

CHAID was raised by Gordon V. Kass in 1980 [13]. It is the acronym of the Chi-Squared Automatic Interaction Detector. So, the algorithm sets the decision point to the most dominant feature which offers the highest chi squared value [14]. Finding the chi-squared value of a feature requires to calculate the ratio of squared observed and expected value difference to the expected value itself for each class of that feature as shown in Equation (6).

\[ \chi^2 = \frac{(o - e)^2}{e} \]  

2.5 Regression Trees

In contrast to the algorithms mentioned above, regression trees focus on the data sets with continuous target values. Decision rules will be found based on standard deviations as shown in Equation (7). The higher reducted standard deviation value, the more significance [15].

\[ y = \sigma - \sum |D_j| |D| \sigma_i \]  

3 Advanced Techniques

In Section 2, we have mentioned single decision tree algorithms. The advanced bagging and boosting techniques build many decision trees to improve the scores. On the other hand, building many decision trees causes to low interpretability and explainability. Still, we are able to find out the feature importance values among many trees similar to linear / logistic regression. However, we are missing the transparent decisions of single decision trees. Luckily, some external solutions such as LIME [16] and SHAP [17] can extract how to reach a decision for complex algorithms such as deep learning and gradient boosting similar to single decision trees.

Boosting methods build a decision tree, then build another one based on the error of the previous one. In other words, they create sequential trees. Result will be the sum of the all built trees. Notice that boosting methods are developed for regression tasks. Even if you have a classification task, they transform the classification task into the regression task in the background.

On the other hand, bagging methods divide the data set into sub data sets and build many decision trees for those sub data sets meanwhile. They can be run for the both classification and regression tasks. We find the average value of the many trees in regression tasks whereas find the most frequent one in classification.

3.1 Gradient Boosting

Gradient boosting combines the terms gradient descent and boosting. It plans to build sequential decision trees based on the previous round’s error. The algorithm is firstly introduced in 1999 by different researchers simultaneously [18], [19].

Suppose that we use MSE as a loss function as shown in (8). Here, \( y \) states actual values whereas \( y’ \) refers to prediction.

\[ J = \frac{1}{2}(y - y’)^2 \]  

Let’s find the derivative of the loss function \( J \) with respect to the prediction as mentioned in (9).
\[ \frac{\partial J}{\partial y'} = \frac{1}{2}(y - y')^2 = 2 \frac{1}{2} (y - y').(\frac{\partial(-y')}{\partial y'}) = 2 \frac{1}{2} (y - y').(-1) = y' - y \] (9)

The procedure is to update predictions with the Equation (9) in the next cycle as shown in Equation (10). Here, \( \alpha \) refers the learning rate and it is mostly picked between (0, 1].

\[ y' = y' - \alpha.(\frac{\partial J}{\partial y'}) \] (10)

Let’s move the sign of the learning rate into the parenthesis of its multiplier as mentioned in Equation (11).

\[ -\alpha.(\frac{\partial J}{\partial y'}) = -\alpha.(y' - y) = \alpha.(y - y') \] (11)

This is going to be the new target value in the following cycle. In the next epoch, target values of the data set are going to be updated to the multiplication of the learning rate and the difference of its actual value and prediction in the previous epoch [20].

To sum up, target labels are going to be updated to the difference of the actual and prediction in the previous round to boost predictions. That’s why, the data set must have continuous target values. Even if it is going to run GBM for a classification task, then the data set should be transformed to regression first [21].

3.2 Adaboost

Adaboost is the acronym of adaptive boosting. It was firstly introduced by Yoav Freund in 1997 [22]. The idea behind adaboost is that weak classifiers come together and create a strong classifier. It is expected that a weak classifier should have 50% accuracy as a prerequisite. Weak classifiers might be a single layer perceptron or a decision stump (1-level decision tree).

The weights of incorrect predictions increased whereas correct predictions decreased in each epoch as shown in Figure (1) [23]. Those weak learners cannot solve a non-linear problem individually but they can solve non-linear problems with piece-wise linear approximation when they come together and create a strong learner.
3.3 Random Forest

The whole data is fed to the single decision tree algorithms. That is because they tend to overfit. Random forest proposes to split the whole data into sub data sets randomly and build decision tree algorithms for those sub data sets. In this way, it plans to avoid overfitting. It will offers more generalized many decision trees. Random forest was firstly introduced by Tin Kam Ho in 1995 [24].

Predictions will be made with the most frequent one from those many trees for classification tasks whereas it is based on the average of those many trees in regression tasks [25]. That’s why, the number of sub data sets and decision trees should be a prime number to able to make a decision.

4 Feature Importance

Feature importance is a common way to explain built models. In linear regression, the coefficients of the equation are directly related to the importance of a feature [26]. In logistic regression, coefficients are still related to the importance of a feature indirectly [27]. In decision trees, we express the importance of a feature with its found metric (e.g. entropy, gini or chi-square) times the number of instances satisfying that decision rule [28].

The both boosted trees and random forest build many decision trees. In this case, we are using the average of the feature importance value of each tree to find a global feature value in those algorithms.

5 Software Framework

We have mentioned the regular decision tree algorithms such as ID3, C4.5, CART, CHAID and Regression Trees in Section 2 and some advanced techniques such as Gradient Boosting, Adaboost and Random Forest in Section 3. All those algorithms and techniques come with a strong mathematical foundations. We plan to gather those common methods under a single roof. No software package in the open source market offers that functionality yet. In this way, decision trees can be built very easily and quickly. Besides, development of the hybrid approach enables user to switch
among algorithms in production. Due to its widespread use and intensive choice as a machine learning programming language; Python was selected for the development of the framework published also as open source package under MIT license. ChefBoost is available at Python Package Index (PyPI)\(^2\). Once it is installed with `pip install chefboost` command, you can import the library and access its functions under its interface.

A single decision tree building with ChefBoost for different algorithms is shown in Listing (1). Also, building bagged and boosted trees such as Gradient Boosting, Adaboost and Random Forest can be enabled with the configuration modification as shown in the code snippet. In this case, the library will build many decision trees and rules.

```python
#!pip install chefboost
from chefboost import Chefboost as chef
import pandas as pd

algorithms = ["ID3", "C4.5", "CART", "CHAID", "Regression"]

df = pd.read_csv("golf.txt")
config = {
    'algorithm': algorithms[1],
    'enableGBM': False,
    'enableRandomForest': False,
    'enableAdaboost': False
}

model = chef.fit(df, target_label = 'Decision', config = config)
```

Listing 1: Building a Single Decision Tree with ChefBoost

Thereafter, the library will build decision trees with regular if and else statements as shown in Listing (2) and it will store the rules in an external file named rules.py to make it re-usable.

```python
#outputs/rules/rules.py
def findDecision(Outlook, Temperature, Humidity, Wind):
    if Outlook == 'Rain':
        if Wind == 'Weak':
            return 'Yes'
        elif Wind == 'Strong':
            return 'No'
    elif Outlook == 'Sunny':
        if Humidity == 'High':
            return 'No'
        elif Humidity == 'Normal':
            return 'Yes'
    elif Outlook == 'Overcast':
        return 'Yes'
    else:
        return 'Yes'
```

Listing 2: A Sample Decision Tree Output

\(^2\)The software package with release history is available at https://pypi.org/project/chefboost/
This tree is built for the golf playing decision dataset based on outlook, temperature, humidity and wind features retrieved from the study of Quinlan [7] and shown in Table 1. Notice that feature column names in Table (1) and function input arguments in Listing (2) are same. Besides, decision labeled target column of the data set in Table (1) is mentioned in the fit command in Listing (1).

<table>
<thead>
<tr>
<th>Outlook</th>
<th>Temperature</th>
<th>Humidity</th>
<th>Wind</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunny</td>
<td>Hot</td>
<td>High</td>
<td>Weak</td>
<td>No</td>
</tr>
<tr>
<td>Sunny</td>
<td>Hot</td>
<td>High</td>
<td>Strong</td>
<td>No</td>
</tr>
<tr>
<td>Overcast</td>
<td>Hot</td>
<td>High</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>Rain</td>
<td>Mild</td>
<td>High</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>Rain</td>
<td>Cool</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>Rain</td>
<td>Cool</td>
<td>Normal</td>
<td>Strong</td>
<td>No</td>
</tr>
<tr>
<td>Overcast</td>
<td>Cool</td>
<td>Normal</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>Sunny</td>
<td>Mild</td>
<td>High</td>
<td>Weak</td>
<td>No</td>
</tr>
<tr>
<td>Sunny</td>
<td>Cool</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>Rain</td>
<td>Mild</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>Sunny</td>
<td>Mild</td>
<td>Normal</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>Overcast</td>
<td>Mild</td>
<td>High</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>Overcast</td>
<td>Hot</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>Rain</td>
<td>Mild</td>
<td>High</td>
<td>Strong</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1: Golf Playing Behavior Dataset

Finally, you are able to find out the feature importance of the built model as shown in Listing (3). This function expects the exact path of the built model produced by the fit function.

```python
chef.feature_importance("outputs/rules/rules.py")
```

Listing 3: Finding Out The Feature Importance

XGBoost [29] and LightGBM [30] are the most popular gradient boosting tools. XGBoost uses level-wise tree growth whereas LightGBM uses leaf-wise tree growth. Herein, ChefBoost uses level-wise tree growth similar to XGBoost.

Once the data set is splitted into sub data sets, random forest can build decision trees in parallel. On the other hand, single decision tree algorithms require all the data to build trees. However, once a decision node found in a single decision tree, the following decisions will be found with the sub data sets. In other words, different levels or branches can be built in parallel as well. So, ChefBoost builds branch / sub-trees in parallel for single decision trees and it builds trees in parallel for random forest.

6 Conclusion

So, we have reviewed the foundations of regular decision tree algorithms such as ID3, C4.5, CART, CHAID and Regression Trees; and and bagging and boosting methods such as Gradient Boosting, Adaboost and Random Forest. Then, we propose a lightweight framework covering those core algorithms to enable users building decision trees with just a few lines of code. In this way, we planned to build decision trees very easily and quickly. Besides, no software package in the market covers all of those algorithms yet. Also, pre-processing stages for categorical features are simplified when compared to existing software packages. Finally, the data structure of the output is designed as regular if and else statements to produce it programming language independently.
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